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QA in NLP

Fundamental Problems of Statistical
Natural Language Processing

* Classification * Structured Prediction
— Text classification — Named entity extraction
— Sentiment analysis — Part of speech tagging
* Matching — Sentence parsing
— Search — Semantic parsing
—{ Question answering * Markov Decision
—{ Dialogue (single turn) Process
25451, A H3L%AI LabE AT * Translation —| Dialogue (multi turn,
% (£ MSRAE L HF ¢ 5 . — Machine transI.aFion task dependent)
— Speech recognition
TNV Y T PS50 % AT — Hand writing recognition

—|Dialogue (single turn)
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QA in NLP
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System Application
Language Understanding Language Generation
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Document
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Tech. Trends

~ ACL Annual Meetings Question answering X

Question answering

Source: http://dbpedia.org/resource/Question_answering
See also: Answer engines, Question answering system
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.
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1. IR-based QA
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.



1. IR-based QA
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1. IR-based QA

syntactic matching
lexical semantic model
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A Long Short-Term Memory Model for Answer
Sentence Selection in Question Answering

= D.Wang, E. Nyberg, A long short-term memory model for answer sentence
selection in question answering., in: ACL, The Association for Computer
LingLLiStiCS, 20 ]- 5, pp- 707—7 1 2 . Tuesday, November 22, 2016 - by Bryan Burtner

- Citations . 1 2 6 For the second consecutive year, Carnegie Mellon came out on top

in the LiveQA evaluation - an exercise that requires question-

Eric Nyberg answering (QA) software to respond to real-time questions
received by the Yahoo! Answers'~ website - at the Text Retrieval

Professor and Director, Master of Conference ” (TREC 2016).

Computational Data Science Program

Carnegie Mellon University A system designed by Di Wang, a Language Technologies Institute

School of Computer Science i X

Language Technologies Institute Ph.D. student and member of Prof. Eric Nyberg ~'s Open

[ Contact ] Advancement of Question Answering (OAQA) research group, out-
paced competitors in answering user-generated questions in real

Noted for his contributions to the fields of automatic text translation, information time.

retrieval, and automatic question answering, Nyberg holds a Ph.D. from Carnegie
Mellon University (1992) and a B.A. from Boston University (1983). He is a i ; i
recipient of the Allen Newell Award for Research Excellence (for his contributions The questions, ranging from the mundane to the perplexing (e.g.,
to the field of question answering and his work as an original developer on the “How do | convince my mom to pay for my gym?”, “Can | keep
Watson project) and the BU Computer Science Distinguished Alumna/Alumnus ferrets and rats in the same room?”), were selected from a

Award. Eric currently directs the Master of Computational Data Science (MCDS) ’ , _
program. He is also co-Founder and Chief Data Scientist at Cognistx, and serves on collection of Yahoo! Answers submissions that had not yet been
the Scientific Advisory Board for Fairhair.ai. answered by human users. The QA systems were allowed one

htt—p / /WWW cs.cmu. edu / ~ ehn / mlnuFe to answe'r each QL'.IES'EIOI’]. Wangs system, which uses a Deep Learning approach to .
question answering, received the highest average score and success rate among 25 automatic QA
systems from 14 teams.

http:/ /www.cs.cmu.edu/~ehn/

9
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A Long Short-Term Memory Model for Answer
Sentence Selection in Question Answering

= Focus: answer sentence selection

= Challenge: match not just words but also meaning between Q and A

Negative Sentence:
“Capriati also was playing

competitive tennis since in the U.S. Open semifinals in '91,
November 1994, has been given a one year before Davenport won
wild card to take part in the Paris the junior title on those same
tournament which starts on courts.”

February 13.”

©



A Long Short-Term Memory Model for Answer
Sentence Selection in Question Answering

What is the fastest car in the world ? The Jaguar XJ220 is the dearest, fastest and the most sought after car in the world .

= Existing Methods: g P
= Syntactic Matching ! e Jaguar” I ol N—
Wie: festest /world The/ XJ220 .. thé fastest .../ world
the e

Edit Distance: the costs of all operations, including deleting, inserting, and
changing a node, needed when transforming an ordered labeled tree to another

= Lexical Semantic Matching

What is the fastest car in the world? . .
e solid lines are clear synonyms or

.~ hyponym/hypernym; dashed lines are
weaker semantic association

The Jaguar XJ22'(')..is the dearest, fastest and most sought after car on the planet.

= Goal: reduce dependency of syntactic features and other (lexical) resources

©



A Long Short-Term Memory Model for Answer

Sentence Selection in Question Answering s uae @
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= NN Model
« LSTM + Bidirectional + Stacked
« Input: word embeddings of g + <s> + a hes
forget

= Output: whether or not a is selected for g gate

= Motivation: combine all contextual information in g and a together
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A Long Short-Term Memory Model for Answer
Sentence Selection in Question Answering

_____________________________________

' Methods dependent of

= Weakness

= cardinal numbers and proper nouns matching is crucial, but

= (1) many of them are OOV
= (2) embeddings have noise:
= “China” vs. “dapan” : close in embedding space
but very different in g-a matching

= Solution
= Combine BLSTM with keywords overlapping by GBDT

- Experiment
= (TREC) QA track (8-13) data

= training set: 1229 questions, each on average
associated with 33 candidate labeled answers

= test set: 100 questions

syntactic features and .
external resources ‘

Reference MAP | MRR

Yih et al. (2013) — Random 0.3965 | 0.4929
Wang et al. (2007) 0.6029 | 0.6852
Heilman and Smith (2010) 0.6091 | 0.6917 | |
Wang and Manning (2010) | 0.5951 | 0.6951 |«
Yao et al. (2013) 0.6307 | 0.7477
Severyn and Moschitti (2013) | 0.6781 | 0.7358
Yihetal. (2013) - BDT 0.6940 | 0.7894
Yih et al. (2013) - LCLR 0.7092 | 0.7700
Features MAP | MRR
BM25 0.6370 | 0.7076
Single-Layer LSTM 0.5302 | 0.5956
Single-Layer BLSTM 0.5636 | 0.6304
Three-Layer BLSTM 0.5928 | 0.6721
Three-Layer BLSTM + BM25 | 0.7134

0.79 1\3_)5
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.
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2. Community QA

Query QQ_qestion & Answer Retrieval Answer
Analysis Selection
v
. Querty p Relevant Query Candidate Answer IEXE‘?”
. epresentation | . . inding
Question == Retrieval Retrieval > 5 Q
Query Answer
Classification Ranking @

R
Author Profile

= SemEval-2017 task 3: Community question answering

= 2.1 and 3.1 are key challenges in cQA

©



Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering

= Guangyou Zhou, Tingting He, Jun Zhao, and Po Hu. Proceedings of the 53rd
ACL and the 7th International Joint Conference on Natural Language

Processing. 2015.

> Home > Persons

= Citations: 126

-] Person information

= affiliation: Central China Normal University, Wuhan, China

[-]2010 - today @

= affiliation: Chinese Academy of Sciences, Institute of Automation, Beijing, China

2019
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Yehong Peng, Yizhen Fang, Zhiwen Xie, Guangyou Zhou:
Topic-enhanced emotional conversation generation with attention mechanism. Knowl.-
Based Syst. 163: 429-437 (2019)

Zhiwen Xie, Zhao Zeng, Guangyou Zhou, Weijun Wang:
Topic enhanced deep structured semantic models for knowledge base question answering.
SCIENCE CHINA Information Sciences 60(11): 110103:1-110103:15 (2017)

Guangyou Zhou, Jimmy Xiangji Huang: 8.
Modeling and Learning Distributed Word Representation with Metadata for Question
Retrieval. IEEE Trans. Knowl. Data Eng. 29(6): 1226-1239 (2017)

Guangyou Zhou, Jimmy Xiangji Huang:
Modeling and Mining Domain Shared Knowledge for Sentiment Analysis. ACM Trans. Inf.

© Guangyou Zhou, Jimmy Xiangji Huang:

Modeling and Mining Domain Shared Knowledge for Sentiment Analysis. ACM Trans. Inf.
Guangyou Zhou, Li Cai, Jun Zhao, Kang Lit
Phrase-Based Translation Model for Question Retrieval in Community Question Answer Archives. ACL 2011: 653-662

Guangyou Zhou, Jun Zhao, Kang Liu, Li Ca
Exploiting Web-Derived Selectional Preference to Improve Statistical Dependency Parsing. ACL 2011: 1556-1565

i Cai, Guangyou Zhou, Kang Liu, Jun Zhao:

Large-scale question classification in cQA by leveraging Wikipedia semantic knowledge. CIKM 2011: 13211330
Guangyou Zhou, Li Cai, Kang Liu, Jun Zhao:
Improving D: Parsing with Fined

d Features. |JCNLP 2011: 228-236

i Cai, Guangyou Zhou, Kang Liu, Jun Zhao:
Learning the Latent Topics for Question Retrieval in Community QA. [JCNLP 2011: 273-281
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JLMR, IJCAI, EMNLP, etc. His paper “Relation Classification via Convolutional Deep Neural Network” obtained best
paper award of COLING-2014. His paper “Collective entity linking in web text: a graph-based method” ranks 2 in the
highest referenced papers of SIGIR in recent five years with the Google academic search. He also served as
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Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering

- Focus: semantically equivalent or relevant questions retrieval

= Challenge: lexical gap problem
= "how do I get knots out of my cats fur?"

example from Yahoo! Answers

Connected to the Internet but cannot get

online!??

= "how can I remove a tangle in my cat’s fur? R . Ko
. . Question
- Existing Methods: (Question title)
- Translation model / Topic-based model: Description
semantically related g-a retrieval (Question body)

[ have put a clean install of XP on my
laptop and installed all the network and
internet drivers from Dell......

= The basic assumption is questions and answers are
"parallel texts" or “same topic", which is not true.»

= (1) One question have multiple answers which are
diverse and contain much more information than the
question ’

= (2) Many answers are low quality and make the learnt

Answer 1

Does the Wi-Fi Connection have a
passkey, because if it does the internet
wont work if you have XP SP1. How-
ever you can upgrade your XP to SP2.
Then i1t should work.Or you could take
the passkey off your Wi-Fi

translation probabilities / topic models unreliable Answer 2
- Deep linguistic analysis

how have you posted this if you cant go
on the internet

@



Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering

= Method:
= (1) transform question into BOEW (Bag-of-Embedded-Words)
= (2) aggregate variable-cardinality BoEWs into fixed-length ones by Fisher kernel

©



Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering

= Method:
= (1) transform question into BOEW (Bag-of-Embedded-Words)
= existing word embeddings mainly based on word co-occurrence, which perform poorly when
i) similar words with very little context or ii) context could be noisy or biased
= present a novel method to learn word embeddings with metadata on cQA data set

= use the Skip-gram model for learning word embeddings, since it is much more efficient as
well as memory-saving than other approaches

Wik—1 Wik—1 Wh+1 Wi+l
/,/ N N M) ‘\‘ /‘/ N . aYa ‘/"\\\‘ ‘/. ‘/‘ N O O ) /; NN M . M )
L N/ Nt NS , =5 L N Nl Nt ) A NN AN SN/ ) - N N Ao/ /
A 4 softmax f f
1 i
A

word embedding of wy,

A

r N
‘ N\ N 7N N
( ) ) ( ) | ) )
Nl N ~ ) “"/\‘

©

Traditional Skip-gram Model



Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering g_%e.

= Method:

- (1) transform question into BoEW (Bag-of-Embedded-Words) | e Swam
= cQA metadata, such as "category", "voting", can benefits embedding"lééfﬁing ;;;ﬁ jii;t

= Assumption: category encodes (implies) at—tribu—tes-or"p‘f'dﬁertles of question words REEE  GEED
= “What are the security issues with java?” € “Computers & Internet >> Security” PR IS
RS IRRAR
Wit W—1 W1 Wl Wt Wi Wi+ Wk TR OIS
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it f softmax 4 i ‘\ A softmazx 4 ,4

! : : : \\\ ! : P 4 d(wy, wy) d(wg, wy) d(wg, wy)

‘\‘\ / i representations of !
. words belong to

same category to

be more close to
each other

Traditional Skip-gram Model M NET: continuous skip-gram model with
metadata of category information

word embedding of wy
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Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering g_%e.

= Method:

= (1) transform question into BOEW (Bag-of-Embedded-Words) SHEE  EFeE

————————————————— » Y
' . ' P =T lf{ixffh
= cQA metadata, such as "category", "voting", can benefits embeddmg learning ﬁA; P
= TFFXB

= Assumption: category encodes (implies) at—tributes—or"p‘f‘dﬁertles of question words REEE  ABED
= “What are the security issues with java?” € “Computers & Internet >> Security” XHEAR BT
RS IRRR
category information Wk W1 Wk +1 Wkst TEMR OB
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0 otherwise
therwise M-NET: continuous skip-gram model with @

metadata of category information



Learning Continuous Word Embedding with Metadata for
Question Reirieval in Community Question Answering

= Method:
= (2) aggregate variable-cardinality BoEWs into fixed-length ones by Fisher kernel
= BoEWSs are variable-size sets and most of the index methods in IR are not suitable
= Fisher kernel: a probability density function. SceMore

= K%ITVR: KA AT o R B AEREAT AT s R R TE S B R 4R T T

Model i Yahoo data 7 Baidu data 7
MAP | MRR | R-Prec | P@5 | MAP | MRR [ R-Prec | P@5
LM (baseline) - 170435 [ 0472 | 0.381 | 0.305 | 0.392 | 0.413 | 0.325 | 0.247
(Jeonetal.,2005) | - | 0.463 | 0.495 | 0.396 | 0.332 | 0.414 | 0.428 | 0.341 | 0.256
. (Xueetal.,2008) | - | 0.518 | 0.560 | 0.423 | 0.346 | 0.431 | 0.435 | 0.352 | 0.264
- Experiment: (Zhouetal.,2011) | - | 0.536 | 0.587 | 0.439 | 0.361 | 0.448 | 0.450 | 0.367 | 0.273
#queries | #candidate | #relevant (Jietal., 2012) - | 0508 | 0.544 | 0.405 | 0.324 | 0.425 | 0.431 | 0.349 | 0.258
Yahoo data | 1,000 13,000 2,671 (Zhangetal.2014a) | - | 0.527 | 0.572 | 0.433 | 0350 | 0.443 | 0.446 | 0.358 | 0.265
Daduiaty | 1000 il AL, 50 | 0.532 | 0.583 | 0437 | 0358 | 0.447 | 0.450 | 0.366 | 0.272

Skip-gram + FV | 100 | 0.544 | 0.6057 | 0.440 | 0.363 | 0.454 | 0.457 | 0.373 | 0.274
300 | 0.5507 | 0.6197 | 0.444 | 0.365 | 0.4607 | 0.4647 | 0.374 | 0.277
50 | 0.5487 [ 0.612T | 0.441 | 0.363 | 0.4597 [ 0.4627 | 0.374 | 0.276
M-NET + FV 100 | 0.562% | 0.628* | 0.452T | 0.367F | 0.468% | 0.471 | 0.378" | 0.280f
300 | 0.571F | 0.643" | 0.455% | 0.374" | 0.475" | 0.477* | 0.385" | 0.283¢

s


https://zhuanlan.zhihu.com/p/23002901
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3. Knowledge base QA
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.



3. Knowledge base QA

a Semantic e Knowledge Retrieval
Parsing
Answer
Query Semantic
Representation | .. eI g Matching | > Inference

Question _a‘ _________________________________________ W

Logical Form

e
political-party
Type.Location[]1PeopleBornHere.BarackObama

_————intersection——_

A %in

— cth child-of
Type.Location was PeopleBornHere.BarackObama ?

where BarackObama PeopleBornHere .
. . Chi|d-0f child-of
lexicon lexicon
Obama born

©




3. Knowledge base QA
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Knowledge Base

= KB: facts in a structured form (SPO triple, subject-predicate-object)

= DBPedia: 2014 4G @458 WL, 35144.505 N, 73.50 4. 12.37KIE . 8.7 /i 5.
1.0 R EL IR . 24.1 FF/ANHZR . 25. 18 Ft . 6000/ Mg http://blog.dbpedia.ore/

Yorem
Freebase: — e faslR. 7 V4B ARINERNEE: 1 —
FE, WERTFERAMLX AT HMetawebT &, 200743 H AT, ponncaparx B .
201057 A ¥ AU, F4EH “Knowledge Graph” Mi#x. 20144F .
12/, Google 6/ i klilFreebase, JEHHHMIBTR SAREE e | g
« KB query language - o
= Lambda calculus(A-calculus)

= 1930s¥), WA AERZ S K e 4 (Alonzo Church, 1903-1995) JF &M T — K &4
H R IZ 5 [ (A-calculus), HAZORAFKIARA, PAUHIEREREGE . BB HAISHMIE RS

- ABE R WAL S LA E %, AR R Lisp(Scheme). ML. HaskellflErlang®s. f£ff—~H[t
FREET RE N SRR IS HRAE, 5T B R

= “number of dramas starring Tom Cruise”:
count(Ax.Genre(x;Drama)A3y.Performance(x;y)AActor(y;TomCruise))

©


http://blog.dbpedia.org/

Querying Knowledge Base

= KB query language
= A-DCS (Lambda Dependency-Based Compositional Semantics): a simpler form of A-
calculus, which is derived from tree-structured description logic and was designed
for building a natural language interface into Free-base
= https://arxiv.org/abs/1309.4408; https://cs.stanford.edu/~ Dliang/DaDéfs/freebase—emnlp2013.Ddf

= count(Ax.Genre(x;Drama)AJy.Performance(x;y)AActor(y; T omCru1se)) 9

count(Genre.DramanPerformance.Actor.TomCruise) > Type.Location [ PeopleBorners. BarackObama
//.’//intersect ioli\

?

Type.Location was PeopleBornHere.BarackObama

= SPARQL a graph FRIEND OF |lexicon __—dein~___

since: 01/09/2013
quely languages C name: John )’_\ where BarackObama PeopleBornHere
I _,,____ggg_:_»_z_'{ _____ | lexicon | lexicon
and can be seen a '\ —— ) s
-

implement of \-DCS born

FRIEN\D_OF
since: 01/09/2013

= For graph database HAS_READ ,
on:tA2/03é2013 HAS READ 1 MATCH (sally:Person { name: 'Sally' })
A rating: Ny’ ~-._on:
" ﬁlﬁlﬂﬂ%@@@ﬂ iamg;/o:/zon __________________ >2 MATCH (john:Person { name: 'John' })
—vn 3 MATCH (sally)-[r:FRIEND OF]-(john)
= W3CHrHE 4 RETURN r.since as friends since

title: Graph Databases
authors: Ian Robinson,
Jim Webber {



https://arxiv.org/abs/1309.4408
https://cs.stanford.edu/~pliang/papers/freebase-emnlp2013.pdf

Semantic Parsing

= KB-QA Challenges

= Semantic parsing

= Lexical gap (ontology matching), Parsing

how many people visit the public library of new york annually
S/(S\NP)/N N S\NP/NP NP/N N/N N N\N/NP NP AP
Af.Ag. Az.eq(x, count( Az.People(xz) Az.A\y.Jev. Mfoaz.f(x) ANfAz.f(xz)AN Az.Library(z) Ay Af.Ax.Of NewYork Aev.Annually(ev)
Ay.f(y) ANg(y))) Visit(y, x, ev) Public(z) = (z,y) A f(x) N
<
>
>
> <
S >
lo: Az.eq(z,count(Ay.People(y) A Fe.Visit(y, tz.Public(z) A Library(z) AN Of(z, NewYork)) AN Annually(e)))

- BRSSO R AR MRS A NLG. 15 E 2 M AR, /2 HATNLPA
S KBk —

©



Semantic Parsing with CCG

= Semantic parsing methods word i
= CCG(Combinatory Categorial Grammar) parser A logical form
o R A SRR AE s B s {’_Slh_’f:F N Mf ’ '_é’_’f’ ( ) o 4 __________
T, I R A A R U 2 to-{N\N)/NP:Ay A f Axf(x) Ato(x, )}
= [A: CCG Induction Bostont NP:bos

fun FADJ : \x. fun(zx)
Natural CCG Category
Language

= Lexicon and Combinators learning

ﬂights to Boston
N o (N\V)NP__ NP
L Ax. flight(x) - /lylf%x f(x )/\ro(x y)  bos
A ST HAV'{Z ) ANAN)
x.f(x) A to( 0S y
Y ; il .) . }Lflx f(x)/\to(x bos) <
Argument A | N
‘A\B f\:> A f(g) AfAx. f(ﬂ Ato (x bos) Ax.flight(x) Nto(x,bos)

https://voavartzi.com/ /pub/afz-tutorial.acl.2013.pdf



https://yoavartzi.com/pub/afz-tutorial.acl.2013.pdf

Semantic Parsing with CCG

= Semantic parsing methods
- Other Parser:

= Inductive Logic Programming [Zelle and Mooney 1996]

= Gramma Induction:

= Annotated parse trees [Miller et al. 1994]

= Sentence-LF pairs [Zettlemoyer and Collins 2005]
Question-answer pairs [Clarke et al. 2010]
Instruction-demonstration pairs [Chen and Mooney 2011]
Conversation logs [Artzi and Zettlemoyer 2011]

Visual sensors [Matuszek et al. 2012a]

SCFG [Wong and Mooney 2006]

CCG + CKY [Zettlemoyer and Collins 20035]
Constrained Optimization + ILP [Clarke et al. 2010]
DCS + Projective dependency parsing [Liang et al. 2011]

show me flights to Boston
S/N N PPINP NP
M. f Ax.flight(x) My.Ax.to(x,y)  BOSTON
PP g
Aztole; BOSTON)
N\N
Af2z.f(z) A tole, BOSTON)
e
N
Ax.flight(x) A to(x, BOSTON)
>
S

Az. flight(x) A to(x, BOSTON)

)



Other Semantic Parsing Methods

states bordering Texas
state(next_to(state(stateid(texas))))

= Semantic parsing methods
- as Machine Translatio

|l STEM & LINEARIZE

statey next_toi statey stateid; texasg

= Unsupervised Semantic Parsing with Markov Logic

: state border texa
| | ALIGN

state border texa

“““““““““““““““““““““““““““““““““““““““““““““““““““““““““““ ' | | [

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
:
1
|l EXTRACT (PHRASE) |
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

| ) (departure : - i | s

! (lambda  $0 e (and (flight $0 ) (< _time $0 ) tio ) ) ) <Is> v State1 next_to1 State statetd1 texas

1 Sketch-Guided 1 1 1 1 N

: Output — —) — — ! !

! Decoding hz hs h4 | |

| A r(ylx,a) o

1 <S> 1 :

i Lo ( state , state; )

1 Sketch ! !

| Encoding = Lo ( state border , state, border, )

! o e 1 i : i ( texa , statey statezdl texas >

! (Iambda#2 (and ﬂlght@1 (< _time@1 ? ) ) ) .

! t t t t t t Lo

| Sketch Lo

= 0000000000 .

i <s> Iambda#2 (and ﬂ|ght@1 (< departure  ? ) ) ) p(alx) | i u o L

: time@1 o [X] — (state , statey)

! Input _Q‘:@‘_a‘_@ ® Encoderunits | |

: Encoding @ Decoderunits 1 | [X] — (state [X] texa ,

' all flights  before tio - | i X

_____________________________________________________________________________________________________________ o Stateq State, stateid) texas

' | : tatey | X] statey stateid; t
https://arxiv.org/pdf/1805.04793.pdf : @

https / /www.aclweb. or,q/antholo,qv/PlS 2009



https://arxiv.org/pdf/1805.04793.pdf
https://www.aclweb.org/anthology/P13-2009

Other Semantic Parsing Methods

o NLU as Intent Recognition and Slot Filling
o {5 2 (Information slot): XfNAHZIHR(E R
o i5KHIE (request slot): X MAE 2 B H LLE K15 B
® I'd like to see Our King of Traitor tonight in Seattle

® Request(ticket, movie-name=0Our King of Traitor, start-time=tonight, city=Seattle)

Sentence | show | restaurant | at New York tomorrow
Slots O O O B-desti I-desti B-date
Intent Find Restaurant

Domain Order

Table 1: An Hlustrative Example of Natural Language Rep-
resentation.

©



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

= Wen-tau Yih, Ming-Wei Chang, Xiaodong He, Jianfeng Gao. Semantic parsing
via staged query graph generation: Question answering with knowledge base.
In Proceedings of the Joint Conference of the 53¢ ACL and the 7" International

Joint Conference on AFNLP. 2015. Outstanding Paper
= Citations: 224

Scott Yih

Research Scientist

arahanl A dacaarnl
Facebook Al Research

(FAIR)

http:/ /scottyih.org/

Research Positions
Research Scientist, Facebook AI Research, 2019—Present
Principal Research Scientist, Allen Institute for Artificial Intelligence, 2017—2019
Senior Researcher, Microsoft Research, 2015—2017
Researcher, Microsoft Research, 2006—2015
Post-Doc Researcher, Microsoft Research, 2005—2006

Education Contact Info

Ph.D. in Computer Science =2 Email
University of Illinois at Urbana-Champaign, Urbana, Illinois, USA, 2005 ® Website
Dissertation Title: Learning and Inference for Information Extraction

M.S. in Computer Science and Information Engineering R h
National Taiwan University, Taipei, Taiwan, 1997 esearcll areas
Thesis Title: Template-based Information Extraction from Tree-structured HTML Documents Human language

) ) ) ) ) technologies

B.S. in Computer Science and Information Engineering

National Taiwan University, Taipei, Taiwan, 1995 Artificial intelligence

Jianfeng Gao

Partner Research Manager

About Projects Publications Videos Downloads Toolkit

Partner Research Manager in the Deep Learning Group at Microsoft Research
Al IEEE Fellow.

From 2014 to 2017, | was Partner Research Manager in Business Al at
Microsoft Al & Research and at Deep Learning Technology Center (DLTC) at
Microsoft Research, Redmond. | lead the development of Al solutions to
Predictive Sales and Marketing. | also work on deep learning for text and
image processing (see our ACL/SIGIR2018 Tutorial, DeepLearning2017
Tutorial and IJCAI2016 Tutorial or MS internal site) and lead the development
of Al systems for dialogue, machine reading comprehension (MRC),

and question answering (QA).

https:/ /www.microsoft.com/en-us/research/people/ifegao/ ,@



http://scottyih.org/
https://www.microsoft.com/en-us/research/people/jfgao/

Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

= Traditional methods’ weakness:
- Generic meaning representation = Lexical gap between language and KB
= E.g., daughter, number of people living in €-> gender, parenthood, population
= Specific KB independent parser = annotated data sparseness
= E.g., What is the location of ACL2014? (missing in KB)

= Motivation: leverages KB more tightly when parse a question

= Method:
- BA-TEE SN A AW, 5 U IR A AR AR
aggregation
functi K iffi
HREHoR ,«,% e “Who first voiced Meg on Family Guy?”
o

X
w_ ﬁ acter Ax.3y.cast(FamilyGuy,y)Aactor(y,x)Acharacter(y,MegGriffin)
entity existential variable lambda variable @

core inferential chain




Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

= Method:
= AR =
= B AL A) A ) 3 R S A
o RINE AN SR 2 [ FE R R
= A FH IR 2 7R L JE MR ) B N0 SR Bl v i p 2 2 S A SEAR 2 (A o0 2ok R A I
- BB ERES: S=U{9,Se,Sp,Sc} B
= Se: A FEMT MR A&, SpiiZOHEEEE, ScEisIZIR @ de () Ap () A
- B REIE: A=U{Ae,Ap,Ac,Aa} N £
= Al —ANSLART S, Ap RO HEREE, AcFIAa:ININZ) RS A7 A

aggregation
function m : .
,«,% » e ce > “Who first voiced Meg on Family Guy?”
C
M_ ﬁ actor @ Ax.3y.cast(FamilyGuy,y)Aactor(y,x)Acharacter(y,MegGriffin)
entity . {
existential variable lambda variable Ly X . - , . @
core 1nferent1al chain O TSRS SRR R



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

« Method:
......... f Step1l: Linking Topic Entity
SO R ; ..................... 3
~~~~~~~~~~ = o)
Figure 4: Two possible topic entity linking actions
applied to an empty graph, for question “Who first
voiced [Meg] on [Family Guy|?”
aggregation
function +¥ ,m --------------------------------
’ S, o8 “Who first voiced.! Meg on Family Guy?”
m e e e L T
m_ ﬁ actor @ Ax.3y.cast(FamilyGuy,y)Aactor(y,x)Acharacter(y,MegGriffin)

entity existential variable lambda variable

{
core 1nferent1al chain ZOHEHEE: SR R AR R @



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

Step2: Identifying Core Inferential Chain

......................................................

= Method: = % /N o :
o ﬂ w »®3Cto (1) Medtas, ¥ RHEEBR T

......................................................

..........................................................................

m :{) wwr'te*@?_ﬁtétf_'_‘@i (2) HSiamese NN H &7 51 A1 r) 75 1 A AL EE

ﬁﬁﬁﬁfﬁﬁﬁﬁﬁﬁﬁﬁﬁIﬁﬁﬁiﬁi:iﬁiﬁlﬁi':ﬁﬁﬁﬁiﬁﬁ """""""""" sim(<Family Guy, s>, cast-actor)

% 2S5 .
;o \Jamily Guy ge”re@f sim(<Family Guy, s>, writer-start)

sim(<Family Guy, s>, genre)
Figure 5: Candidate core inferential chains start
from the entity FamilyGuy.

aggregation

function +¥ : .
fr% W@ﬁ i “Who first voiced Meg on Family Guy?”
C)
M_ ﬁ actor @ Ax.3y.cast(FamilyGuy,y)Aactor(y,x)Acharacter(y,MegGriffin)
entity existential variable lambda variable | 48,

core 1nferent1al chain Z O AR FASDAARIZ RZ IR A



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

Step2: Identifying Core Inferential Chain

= Method: S
emantic layer: y [ 300 ]
= Input: A o
. ) Semantic projection matrix: 7
= NL Model: Who first voiced meg on <e> .
Max pooling layer: v | 300 |]
= Who =2 #-w-h, w-h-o0, h-o-#
= Predicate Chain Model: cast-actor
. Output: Max pooling operation max max max
= continuous-space representation
8 Slm(S, CaSt_aCtor): cosine-distance Convolutional layer: , [11000 [][]] 1000 || ... [[T1000 ]]

Convolution matrix: 17,

i - Word hashing layer: f; | 15K || 15K |[ 15K | .. [ 15K |[ 15K |
yP ER YR € Rk "
Word hashing matrix: I7’s
. . ’ *\ Word sequence: x; <s> w; w, wr </s>

who voiced meg on {e) cast-actor Goal: sim(<Family Guy, s>, cast-actor)=? @



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

Step3: Augmenting Constraints & Aggregations
= Method: P 5 5 618

.........................................................

« N TR B Sk, 7 0 T 1 1) 1 123 , §

ACE BN SR BIA B ST AR RIGIE S, 1 [ [ rirtrrriim it

ANENEIE I, Wis6 PR : 8¢ N\

- AdBRA BBEBNMEREFHEAR, £ 3 (aae‘ |
B RPEE -DNRET A, WsTHR : cne ;

vt s N R e LI e . . -\ Family Gu cast actor '
T L ) e O

aggregation

g e C
; C
function @ »\ Meg Griffin :( Family Guy cast: actor
< /}.0/77 (3(;"6 :
N .

.............................................................

C
/ “Who first voiced Meg on Family Guy?”

entity

existential variable lambda variable

core inferential chain

&)



Semantic parsing via staged qguery graph generation:
Question answering with knowledge base

= Method
= Credit(sentence, graph) = log-linear(Step1, Step2, Step3)

= Experiment

- WebQuestions# a5, 455810 &5, HA65%ENIIZE, 35%1E Nt

Patern  eenatcnain [ T —y

what was <e> known for people.person.profession (Berant et al., 2013) 48.0 | 41.3 | 35.7

. ) (Bordes et al., 2014b) - - 29.7
what kind of government does <e> have location.country.form_of_government (Yao and Van Durme, 2014) i ) 33.0
what year were the <e> established sports.sports_team.founded (Berant and Liang, 2014) 40.5 | 46.6 | 39.9
what city was <e> born in people.person.place_of_birth (Bao etal., 2014) ) B 37.5

_ . (Bordes et al., 2014a) - - 39.2
what did <e> die from people.deceased_person.cause_of_death (Yang et al., 2014) ) - 413
who married <e> people.person.spouse_s (Wang et al., 2014) - - 453

people.marriage.spouse Our approach — STAGG 52.8 | 60.74 52.5 |

)
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4. Generatlion-based Chatbot
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.



4. Generatlion-based Chatbot

Virtual Assistants
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4. Generatlion-based Chatbot

End-to-End Model
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Ask Me Anything:
Dynamic Memory Networks for NLP

= ok B #r#HAE LBV AE Richard Socher L2 7] Salesforce (Metamind), #—
YE# 25 > /EAnkit Kumar, & &K TICML 2016 (Citation: 575)

Ankit Kumar & Ubiquity6 Inc.
Chief Technology Officer at Ubiquity6 "~ MetaMind
Inc. § stanford University

Co-Founder & CTO
Ubiquity6 Inc.
017 F 7R -FES 25

- Researcher
MetaMind
201528 -2015FE 88718

Deep Learning research for Natural Language Processing, specifically
Question Answering. Published research on the topic, including state-of-
the-art results on multiple tasks:

Ask Me Anything: Dynamic Memory Networks for Natural Language
Processing, http://arxiv.org/pdf/1506.07285v3.pdf

S Richard Socher, #iittFAAFFiBInE N “LHNZINEG HRIES
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Ask Me Anything:
Dynamic Memory Networks for NLP

« DMNZ&E A B8 H)

" 4%1%%%%]}1%\ NEB\ 'Fl%@z‘éj\*ﬁ\ Episodic Memory
RVHAE S EYERR R AR N
)”lJHjT L DMN Z2 % 3 3 3 3

Jane went to the hallway. R e +
Mary walked to the bathroom.
Sandra went to the garden.
Daniel went back to the garden.
Sandra took the milk there. Input Text Sequence Question
Where is the milk?
garden
It started boring, but then it got interesting. .
What’s the sen?iment? i i DMN@FE‘ X
positive (1) FENT NN )
POS tags? (2) R I n] 5 liﬁiﬂ_ﬁf/\ R Kfacts
PRP VBD JJ, CC RB PRP VBD JJ . (3) Elamemorﬁ%ﬁ%*ﬁ?}%facts%ﬂ 7] Jﬁmc’ﬁ@ 25 AR KI5 B

(4) H 2 BT 5 A5 LR AL 2 @
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Ask Me Anything:
Dynamic Memory Networks for NLP

» A list of sentences spited b
» Input can be a sentence, a long story, a movie review, a
news article; or several Wikipedia articles
i RU to represent sentences




Ask Me Anything:
Dynamic Memory Networks for NLP

» A sentence composed by a
list of words

» Using another independent

GRU net

\
\
Question Module ¢




Ask Me Anything:
Dynamic Memory Networks

for NLP

Episodic Memory . : 2 : 2 : . : Answer module
His 1 00 03 100 100 100 09 00 ;00 _gm
I I I | I I I | ’l
e e e, e e e, e, e,
2% } i i., . ‘[ .
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[ &L

Input Module s, \s, s, S, S, \s, \s, Ss

» Multiple Episodes
> Attention: g/ = G(c,,m' ', q)
» Memory update: ji— giGRU(c,, ki )+ (1—gi)hi

i _ pi
e =hy,

m' = GRU(e',m*™ 1)

Question Module ¢




Ask Me Anything:
Dynamic Memory Networks for NLP

______ --- Answer module

» A GRU net which generates an answer
given a vector

y; = softmaz(W Wa,)

a; = GRU( [yt—h q]a a't—l)

ag = mTm
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Ask Me Anything:
Dynamic Memory Networks for NLP

Facts Episode I  Episode 2  Episode 3

Yesterday Julie traveled to the school.
Yesterday Marie went to the cinema.

This morning Julie traveled to the kitchen.
Bill went back to the cinema yesterday.

Mary went to the bedroom this morning.

Julie went back to the bedroom this afternoon.
[done reading]

Task MemNN DMN
1: Single Supporting Fact 100 100
2: Two Supporting Facts 100 98.2
3: Three Supporting Facts 100 952
4: Two Argument Relations 100 100
S: Three Argument Relations 98 99.3
6: Yes/No Questions 100 100
7: Counting 85 96.9
8: Lists/Sets 91 96.5
9: Simple Negation 100 100
10: Indefinite Knowledge 98 91.5
11: Basic Coreference 100 99.9
12: Conjunction 100 100
13: Compound Coreference 100 99.8
14: Time Reasoning 99 100
15: Basic Deduction 100 100
16: Basic Induction 100 99.4
17: Positional Reasoning 65 3
18: Size Reasoning 95 95.3
19: Path Finding 36 34.5
20: Agent’s Motivations 100 100
Mean Accuracy (%) 93.3 93.6

QA accuracies on the bAbI dataset

Question: Where was Mary before the Bedroom?
Answer: Cinema.

Darker colors mean that the attention weight is higher

Task Binary  Fine-grained Model Acc (%)
;%iNN 223 j;‘;‘ SVMTool 97.15
z e Sogaard 97.27
DCNN 86.8 48.5 .
PVec 37 8 487 Suzuki et al. 97.40
CNN-MC  88.1 47.4 Spoustova etal.  97.44
DRNN 86.6 49.8 SCNN 07.50
CT-LSTM 88.0 51.0 DMN 97.56
DMN 88.6 52.1
POS Tagging on
sentiment analysis on Stanford WSJ-PTB @
Sentiment Treebank
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5. Machine Comprehension
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have

very different technical roadmaps.
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5. Machine Comprehension

Alyssa got to the beach after a long trip. She’s from Charlotte. She traveled
from Atlanta. She’s now in Miami. She went to Miami to visit some friends.
But she wanted some time to herself at the beach, so she went there first. After
going swimming and laying out, she went to her friend Ellen’s house. Ellen -
greeted Alyssa and they both had some lemonade to drink. Alyssa called her
friends Kristen and Rachel to meet at Ellen’s house. The girls traded stories

and caught up on their lives. It was a happy time for everyone. The girls went ,:E P
to a restaurant for dinner. The restaurant had a special on catfish. Alyssa

enjoyed the restaurant’s special. Ellen ordered a salad. Kristen had soup.

Rachel had a steak. After eating, the ladies went back to Ellen’s house to ) ' v(
have fun. They had lots of fun. They stayed the night because they were tired.

Alyssa was happy to spend time with her friends again.

(@) Question: What city is Alyssa in?

Answer: Miami o Fﬁ%%ﬂﬁiﬁ E@{%]\fﬁﬁﬁ 1] % /Dj/jé N
(b) Question: What did Alyssa eat at the restaurant? BN, =
(c) g:llse‘svtf;ncitlf(i)jl many friends does Alyssa have in this story? ) ﬁ% I%Q/Eu‘\%ﬂ }5

Answer: 3 tom ﬁﬁ*ﬁfi e

©



Squad : The Stanford Question Answering Dataset

o MRIELEFE FRE, N ARS8 m i, I AR R SR H R) R 2 5

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor

that falls under gravity. The main forms of pre- > Q&ﬁE‘%J’i*ﬁ
cipitation include drizzle, rain, sleet, snow, grau- NS
pel and hail... Precipitation forms as smaller

droplets .coalesce via f:oll.ision with other re_\in > 4\11:%’[%‘4_8/[\E£§§

drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are

called “showers". > /I\EQ%/@;/E'I\ﬁS_S/I\ I‘Eﬂ%ﬁ
What causes precipitation to fall?

gravity > IO N 107 785/I\|'5J iﬁ— X‘J‘

What is another main form of precipitation be-

sides drizzle, rain, snow, sleet and hail? > %?;ﬁi*f% H/(J IEJ%D_E\E Hﬁ?ﬁ?z

graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud




Squad : The Stanford Question Answering Dataset

SQUADZ2.0

Home Explore 2.0 Explore 1.1

The Stanford Question Answering Dataset

What is SQUAD? Leaderboard

Stanford Question Answering Dataset (SQUAD) is a SQUAD2.0 tests the ability of a system to not only answer reading comprehension
reading comprehension dataset, consisting of questions questions, but also abstain when presented with a question that cannot be answered
posed by crowdworkers on a set of Wikipedia articles, based on the provided paragraph. How will your system compare to humans on this
where the answer to every question is a segment of text, task?

or span, from the corresponding reading passage, or the

question might be unanswerable. Rank Model EM k1

Human Performance 86.831 89.452
Stanford University

SQuUAD2.0 combines the 100,000 questions in
m 2 ; (Rajpurkar & Jia et al. '18)

SQuAD1.1 with over 50,000 new, unanswerable

questions written adversarially by crowdworkers to look 1 87.147 89.474

similar to answerable ones. To do well on SQUAD2.0, Joint Laboratory of HIT and iFLYTEK Research

systems must not only answer questions when possible,

but also determine when no answer is supported by the 2 BERT + ConvLSTM + MTL + Verifier (ensemble) 86.730 89.286

paragraph and abstain from answering. SQUAD2.0 is a Layer 6 Al

challenging natural language understanding task for

existing models, and we release SQUAD2.0 to the 3 BERT + N-Gram Masking + Synthetic Self- 86.673 89.147
Mar 05, 2019 Training (ensemble)

community as the successor to SQUAD1.1. We are
optimistic that this new dataset will encourage the
development of reading comprehension systems that

Google Al Language
https://github.com/google-research/bert

know what they don't know. 4 XLNet (single model) 86.346 89.133
LNet Team

Explore SQuUAD2.0 and model predictions

A 5 SemBERT(ensemble) 861665 188886 =



Other Dataset

October

2016

July
CoQA Z i 127k 8000+ ANLTwE
SQUAD v2 October
uAD v .
- Wikipedi 150k 500+ ( )
(HriE ) Hepedia LR (span 2017
NarrativeQA i e \ X e
(Google DeepMind) Wikipedia%s 46765 1572 M BAERN LIRS Kol
RACE NV, s
(CMU) A 100k 28k ik July
MS MARCO ‘ October
(f4%%) Bingf# % 100k 200k WE (AEFE)
2018
(Sﬁ%é?;ii?) Wikipedia 100k 500+ XH B (span) April
July
CBT . ‘
(Facebook) LR 687k 108 e
October
(Google DeepMind) ® ' KRWBITID AT 2019

CNN /Daily Mail
- Attentive Reader

Children Book Test

Stanford Attentive Reader

SQuAD 1.1

Match-LSTM
BiDAF

]

NarrativeQA
BiDAF+self-att.+ELMo
SQuAD 2.0




NN-based Architecture

Question Passlage 1 Passlage 2 Passlage n
Encoding U@ U UP2 UPn
[
3} 3! 14
Q-P Matching VP VP2 VP
_________________ | S (0 R JN, EENS N A——
Answer Boundary |
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Prediction | | =8 |
Answer A, Answer A, Answer A,
R [ weighted| | weighted] | weighted |
Answer Content | sum 5 : sum_
Modeling ©
; P(content)
S e
Answer Verification | A\"
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IR-based + MC QA

when is stanford release decisions

(=
Jo)

All News Images Videos More Settings Tools

About 48,200,000 results (0.59 seconds)

March 29

Regular decision release date. The Office of Undergraduate dmission will release
decisions to Regular Decision and deferred applicants on Friday, March 29 at 4 p.m.
(PDT).

Undergraduate Admission : Stanford University
https://admission.stanford.edu/
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Leveraging Knowiedge Bases in LSTMs
for Improving Machine Reading

= Yang, Bishan, and Tom Mitchell. "Leveraging Knowledge Bases in LSTMs for
Improving Machine Reading." Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics. 2017 (Citation: 40)

[ am working on
solving exciting

problems at LAER Al g

a startup Igor
Labutov and I co-

founded, focusing on §

building next-
generation semantic
search technologies
for enterprise.

Tom Mitchell

E. Fredkin University Professor
Machine Learning Department

School of Computer Science
Carnegie Mellon University

Tom Mitchell, Z&[FE &N
Bk (CMU) HENLEIE
BEML o222 RFAE. IR, -
E TFERE. ZARER2=BE b1,
EER e S (AAAS) |
EPr N L& gEhe (AAAD
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Leveraging Knowiedge Bases in LSTMs
for Improving Machine Reading
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for Improving Machine Reading

(@ ¥ordNet 2.1 Browser

ME=X

File History Options Help

Search Word: Icar

Searches forcar.  Noun |

Senses: l

[B]

. (24) car. railcar, railw
"three cars had jumped th~ rails")
. (1) cable car, car -- (a convevance

[ 8

and the cargo and the power plant)

The noun car has 3 senses (first 3 from tagged texts)
1. (398) car, auto. automobile, machine, motorcar -- (a motor vehicle with four wheels; u

propelled b\ an internal co*nbu\t'on engine;
v car, raflroad car -- (a wheele

cable car to the top of the mountain")
4. car, gondola -- (the compartment that is suspended from an airship and that carries personnel

3. car, elevator car -- (where passengers ride up and down; "the car was on the top floor")

-

usually
"he needs a car fo get to work")

vehicle adapted to the rails of railroad:
for passengers or freight on a cable railway; "they took a

Overview of car

WordNet

NELL knowledge fragment

Leveraging Knowledge Bases in LSTMs
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Leveraging Knowiedge Bases in LSTMs
for Improving Machine Reading

= KBLSTM (Knowledge- ; !
aware Bidirectional | Weighted average N &
LSTMs) § < st ‘
= As each time step t, the 2 [ S\~
knowledge module | ‘ ¢ 9. b ©

retrieves a set of

candidate KB concepts V| Bilinear op Comy
(x¢) that are related to the | == A~ — "
current input x:, and then | v Knowledge
computes a knowledge ! () —> Module
state vector m:that 4
integrates the StI h,
embeddings of the L | o
candidate KB concepts vi; | 1 7200 VD I I h__’ BLSTM T
v2; ..., viand the current T """"""""""""""""" =L T :
context vector st V(zt) S¢ by

Candidate Sentinel State Xt

KB concepts vector vector



Leveraging Knowiedge Bases in LSTMs
for Improving Machine Reading

d
—e— he was serving a 30-year sentence for the killing of his wife in clinton, maryland ...

. 'W” —: He kllhng Of hlS - clinton suffered greatly over the 19 rangers that died ...

wife in clinton... o

= fl —: Clinton suffered 0/x8

0.7
greatly over the...
0.6

0.5 0.44

0.4

03 0.5

0.2 0.14 0.21

07"0.009 6.94e-05 1.74e-05 7.42e-04 0.005
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Leveraging Knowiedge Bases in LSTMs
for Improving Machine Reading

Model P R Fl
Model P R F1 Ratinov and Roth (2009) 82.0 849 834
. Creacs e : Durrett and Klein (2014) 85.2 828 840
B!LSTM §~2 (?6.4 §4-9 BiLSTM-CNN 825 824 825
BiLSTM-CRF 87.3 847 86.0 BiLSTM-CNN+emb 859 863  86.1
BiLSTM-Fea 86.1 84.7 854 BiLSTM-CNN+emb+lexicon  86.0 86.5  86.2
' A-Fea-C 87. 86.¢
BiLSTM-Fea-CRF 7.7 86.1 6.9 BILSTM 349 863 856
KBLSTM 87.8 86.6 87.2 BiLSTM-CRF 85.3 86.6 859
KBLSTM-CRF 88.1 87.8 88.0° BiLSTM-Fea 85.2 86.4 858
BiLSTM-Fea-CRF 85.2 86.8 86.0
KBLSTM 86.3 862 86.2
KBLSTM-CRF 86.1 86.8 864"

Table I: Entity extraction results on the ACE2005
test set with gold-standard mention boundaries.

Table 4: Entity extraction results on the OntoNotes
5.0 test set.
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QA is not a single atom task but a assembling application which is composed by a
group of technical components and has various forms. Moreover, different forms have @
very different technical roadmaps.



6. Dialogue Management
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Figure 1: Traditional Pipeline for Task-oriented Systems.
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Finite Status Machine

- RN R RS, EAHM AR

KA

= Ask the departure city

What city are you leaving from? |

\
| Where are you going? |

A
| What date do you want to leave? |

= Ask for a destination city

= Ask for a time

\
I Is it a one-way trip? |

= Ask whether the trip is round-trip or not Yes No
Do you want to go from l What date do you want to return?
<FROM> to <TO> on <DATE>? ‘

Y Do you want to go from <FROM> to <TO>
es on <DATE> returning on <RETURN>?

Yes

Book the flight




Slot-filling
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£

L

Slot t] ’
ot Question  Rule-based Learning

ORIGIN What city are you leaving from? Warm Start
DEST Wh ing? : :

CHE HE YOHEOME « Supervised Learning
DEPT DATE What day would you like to leave? P RINFERNTARITEREFES
DEPT TIME ~ What time would you like toleave? « Deep Reinforcement Learning
AIRLINE What is your preferred airline? * Q-Learning

« RNEFTETANMEEENGE
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A Survey on Dialogue Sysiems:
Recent Advances and New Frontiers

= NLU:
= Intent detection: classification problem
= Slot filling: sequence labeling problem




Towards End-to-End Learning for Dialeg State Tracking

and Management using

Deep Reinforcement Learning

= Zhao, Tiancheng, and Maxine Eskenazi. 1 7th Annual Meeting of the Special
Interest Group on Discourse and Dialogue. 2016. (Citation: 91)
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Research Goals

To create intelligent agents (using spoken
dialogue architectures, automatic speech
recognition and synthesis) using knowledge
of the speech signal and of human cognition.
To confront research with real human users
and, in turn, provide a real benefit to those
users. This endeavor implies studying
groups of users, input conditions and
speaking styles, the manner in which
humans and systems can entrain to one
another, and how we can assess the systems
we build, often profiting from the wisdom of
the crowd.

()


https://www.lti.cs.cmu.edu/
http://www.cs.cmu.edu/~max/
https://dialrc.org/
https://www.lti.cs.cmu.edu/learn
http://www.cs.cmu.edu/~max/
https://www.cs.cmu.edu/~awb/
http://www.seas.ucla.edu/spapl/

Towards End-to-End Learning for Dialeg State Tracking
and Management using Deep Reinforcement Learning
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dotted-line box with one end-to-end model.
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turn ¢. The recurrent unit updates its hidden state
based on both the history and the current turn em-
bedding. Then the model outputs the Q-values for
all actions. The policy network in grey is masked
by the action mask
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Attribute (), Example Question

Birthday 3 Was he/she born before 19507
Birthplace 9  Was he/she born in USA?
Degree 4 Does he/she have a PhD?
Gender 2 Is this person male?
Profession 8 Is he/she an artist?
Nationality 5 Is he/she a citizen of an Asian

country?

Table 1: Summary of the available questions. ),

i< the nimher of nrmectinne for attrihnte o

ODYS. A4S rery persyort rmmadiLe ;s
User: Yes I think so.

Sys: Is this person an artist?
User: He is not an artist.

Sys: I guess this person is Bill Gates.

Iicor- Covvect

Win Rate (%)  Avg Turn
Baseline 68.5 12.2
RL 85.6 21.6
Hybrid-RL | 90.5 19.22

Tahle R+ Parfarmance nf the thres cuctamec

~— AN

xxxxxx

Figure 4: Graphs showing the evolution of the win
rate during training.
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Microsoft Xiaolce (2018)
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AliMe (2018)
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Figure 1: The overall architecture of AliMe Assist. Figure 2: The overall processing flow of AliMe Assist
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QA system
is a good
career plan

Knowledge
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Expectations

Hype Cycle for Emerging Technologies, 2018
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Mixed Reality
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Future in 5-10 years
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Question in Reality is Complex

= QA is a precision
first task in task-
oriented applications

“A 32-year-old woman with type 1 diabetes mellitus has had progressive renal failure... Her hemoglobin
concentration is 9 g/dL... A blood smear shows normochromic, normocytic cells. What is the problem?

Patient’s hemoglobin conc.
is 9 g/dL [low]

Patient’s blood smear
shows normocytic cells

Patient has renal failure

et

Patient has anemia

Evidence: “Low hemoglobin
conc. indicates anemia.”

Evidence: “Normocytic

anemia is a type of anemia
with normal red blood
/ cells.”

Patient has normocytic anemia

Evidence: “Erythropoietin is
produced in the kidneys.”

Y

Patient is at risk for
Erythropoietin deficiency

normocytic anemia.”

Most likely cause of low hemoglobin
conc. is Erythropoietin deficiency

Evidence: “Erythropoietin
deficiency is a cause of

©



Tech. Trends

Knowledge + NN (as human beings)

Huang, Xiao, et al. "Knowledge graph embedding based question
answering." Proceedings of the Twelfth ACM International Conference on Web Search
and Data Mining. ACM, 2019.

Transferring leaning QA

Kratzwald, Bernhard, and Stefan Feuerriegel. "Adaptive document retrieval for deep
question answering." arXiv preprint arXiv:1808.06528 (2018).

Commonsense based QA

Commonsense knowledge aware conversation generation with graph attention
(IJCAI 2018)

Unsupervised QA

Lewis, Patrick, Ludovic Denoyer, and Sebastian Riedel. "Unsupervised Question
Answering by Cloze Translation." arXiv preprint arXiv:1906.04980 (2019).
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