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Abstract—Entity Linking (EL) is the task of mapping mentions
in texts to the corresponding entities in knowledge bases. Existing
studies mostly focus on joint disambiguation based on the topical
coherence, including graph and sequence models. Sequence
models alleviate the complexity caused by graph models, but exist
the error propagation that incorrectly disambiguated entities are
likely to induce further errors when predicting future mentions.
Moreover, it is a huge expense to construct the relationship be-
tween entities to explore structured knowledge. To address these
problems, we propose a novel method, Knowledge Enhanced Se-
quential Entity Linking (KESEL), which converts global EL into
a sequence decision problem and applies a pre-trained language
model to better fuse entity knowledge. Specifically, we firstly uti-
lize multiple features to learn local contextual representations of
mentions and candidates respectively. Next, a sequential ERNIE
model is introduced to generate knowledgeable representations
by dynamically integrating the knowledge of previously referred
entities into subsequent mentions disambiguation. Finally, by
concatenating the above learned contextual and knowledgeable
representations, we make full use of multi-semantic information
to improve the performance of EL. Extensive experiments show
that our method can achieve competitive or state-of-the-art
results.

Index Terms—Sequential entity linking, Knowledge enhance-
ment, Pre-trained language model

I. INTRODUCTION

Entity Linking (EL) aligns disambiguated mentions in

texts to corresponding entities in a knowledge base (KB).

It serves as a fundamental stage in natural language process

(NLP) [5], [8], [30], such as question answering, information

extraction and knowledge expansion etc. However, this task

is challenging due to the mentions’ inherent ambiguity. As

shown in Figure 1, without considering its context, we assume

that the mention ”Connecticut” can refer to three entities

in Wikipedia, Connecticut College, State of Connecticut and

Connecticut River. Thus, how to determine the target entity

among them is our goal in this paper.

∗Corresponding author.

Typically, the previous methods can be classified into two

categories: local model and global model. Local models [1],

[15] rely only on local contexts to determine mentions inde-

pendently. Global models [8], [27], [28] jointly disambiguate

mentions based on topical consistency that entities appearing

in the same document share similar topics, generally includ-

ing graph-based and sequence-based methods. The graph-

based methods [5], [9] construct entity graphs for integrat-

ing structured information, which perform well but suffer

from high complexity. To mitigate this issue, sequence-based

methods [7], [8] utilize previously disambiguated entities to

facilitate the subsequent entity disambiguation, and achieve a

better balance of effectiveness and efficiency. In this paper,

we take into account topical consistency by regarding EL as

a sequence disambiguation problem. For example in Figure 1,

if we already know that ”Yale University” refers to the

famous Yale University, and there is a relationship ”president”

between Peter Salovey and Yale University in the KG, then it

is apparent to refer ”Salovey” to Peter Salovey.

However, the current sequence-based methods primarily

adopt reinforcement learning or graph attention network in a

sequential manner, which still exist two problems. First, error

propagation is the well-known problem in sequence models,

the incorrectly predicted entity for the current mention is

likely to induce further errors when disambiguating future

mentions because the former is utilized in the process of

predicting the latter. Second, many researchers [5], [9], [26]

tend to incorporate structured knowledge into EL by means

of constructing the relationships between entities, but these

practices mostly expend tremendous energy and inevitably

cause some noise.

Since the emergence of pre-trained language models, they

have shown promising results in numerous NLP fields [5], [9],

[10], such as machine translation, reading comprehension and

question answering etc, which are capable to capture semantic

patterns and contain rich knowledge. Moreover, fine-tuning
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Fig. 1. Illustration of our EL model process. The left is mentions in the free text and their candidate entities in the knowledge base. Each mention is given
three candidate entities in Wikipedia. The right is the sequential entity linking process with dynamic structured knowledge. We first rank mentions, and easier
mentions are sorted in front of the sequence. Next, knowledge from previously referred mentions is accumulated to enhance future inference. Note that this
is just a simple example, it may have more or less than three candidate for each mention.

can reduce the difficulty of these downstream tasks. Motivated

by their works, we design a method to address above problems

by applying them in sequential EL, and face two challenges:

(i) how to perform sequential joint disambiguation to alleviate

error propagation; (ii) how to integrate knowledge enhanced

pre-trained language models.

In order to tackle these challenges, we propose a new se-

quential model, Knowledge Enhanced Sequential Entity Link-

ing (KESEL), which explores a pre-trained language model in

a sequence way to enhance disambiguation in EL. It consists

of two modules: Local Encoder and Global Encoder. For

each mention and its candidate entities, local encoder utilizes

multiple features to learn their local contextual representa-

tions respectively. More importantly, in global encoder, we

introduce a sequential ERNIE model, which augments entity

linking with dynamic entity knowledge in KG to emphasize

topical coherence and decrease model complexity. To our

knowledge, we are the first to apply the pre-trained model

into EL in a sequentail way. Specifically, mentions are firstly

ranked in a sequence according to their ambiguity degree, and

for each mention, in addition to its candidates, the previously

referred entities are also encoded into global encoder. Then,

informative entities in knowledge graph are injected by ERNIE

to generate the knowledgeable representation. Finally, we

make full use of multi-semantic information by concatenating

the learned contextual and knowledgeable representations.

In summary, we make the following contributions:

1. We propose a novel EL model, Knowledge Enhanced

Sequential Entity Linking (KESEL), which applies pre-trained

language model ERNIE in a sequential way to alleviate the

error propagation with knowledge enhancement of previously

disambiguated entities.

2. We treat global encoder as a sequence model to capture

topical consistency, which makes a trade-off between effective-

ness and efficiency in that sequence models not only conduct

entity linking from a global perspective but also reduce the

complexity of graph models.

3. We conduct extensive experiments on cross-domain

datasets, and analyze the impact of key modules, results

demonstrate the effectiveness of our proposed method.

II. RELATED WORK

A. Entity Linking

Existing state of the art EL methods can be divided into

two categories. Local models independently resolve mentions

by focusing on textual information from the surrounding con-

text [1], [15]. The classical DBpedia [21] cast the disambigua-

tion task as a ranking problem, then ranked entities according

to the similarity score between mentions and candidate entities.

Global models jointly disambiguate mentions based on topical

consistency in the same document [6], [9], [32]. To our

knowledge, Ganea et al. [2] firstly proposed DeepED with

a neural attention-based model, and got an excellent result.

Researches [3], [14] showed the benefits of adopting multi-

dimensional features into EL, such as multiple relations and

entity types. Recently, Fang et al. [7] firstly transformed the

global linking into a sequence model, and proposed RLEL

model dependent on reinforcement learning to make decisions.

They [8] further designed a SeqGA model which combined

the advantages of sequence and graph methods. Moreover,

many efforts [5], [9], [13] were devoted to graph-based

methods, such as PageRank, GCN, or GAT, which utilized

structured information to establish the relationship between

entities. Although graph-based models achieve better results,

they undoubtedly increase the computational complexity.



Fig. 2. The overall framework of our novel model KESEL. It consists of two parts: Local Encoder and Global Encoder. Local encoder utilizes multiple features
to learn contextual representations Vm and Ve of mentions and candidate entities respectively. Global encoder fuses segment context with previous target
entities according to the ranking results, to generate the knowledgeable representation Vk . Finally, we complement EL by concatenating three representations
and passing them into MLP. For mention ”Salovey”, its context and candidates are fed into local encoder; Segment context and previous target entities(”Yalu
University” and ”Connecticut”) are fed into global encoder. Finally, we determine the target entity is Peter Salovey.

B. Pretrained Language Model

Traditional EL methods employ entity embeddings boot-

strapped from word embeddings [2], [15], [29] to carry on

linking tasks. With the advance of pre-trained language mod-

els, they provide rich semantic representations that have been

widely applied in various NLP tasks. Broscheit et al. [12]

investigated entity knowledge in BERT [10], [31] that worked

surprisingly well. Wu et al. [23] introduced an effective two

stage approach for zero-shot linking fine-tuned on BERT

model. A bi-encoder independently embedded mention context

and entity descriptions. Next, a cross-encoder examined each

candidate by concatenating mention and entity text.

In addition, there are numerous variations based on BERT,

including ERNIE [11], XLNet [24] and RoBERTa [25] etc.

Here we give a brief description to the model ERNIE used in

our paper. ERNIE integrates entity knowledge into language

representation models, with the knowledgeable aggregator to

fuse heterogeneous information from corpora and KGs, and

the task dEA to inject informative entities knowledge during

pre-training process. It has made remarkable progress in some

knowledge-driven tasks (e.g., entity typing and relation classi-

fication). Intuitively, correctly predicted entities can contribute

to subsequent EL task with additional knowledge in KGs. In

this paper, we take advantage of ERNIE, but different from

it directly using off-the-shelf tool Tagme to link mentions

to corresponding entities, we dynamically determine target

entities during the running process, which is the key task of

entity linking.

III. METHODOLOGY

As shown in Figure 2, the whole architecture of our novel

EL model consists of two modules: (1) Local Encoder re-

spectively learns local contextual representations of mentions

and candidates; (2) Global Encoder encodes topical coherence

in a sequence way to enhance semantic representations by

incorporating dynamical knowledge of previously referred

entities. In this section, we will present the technical details

of our model.

A. Preliminaries

Formally, given a document D containing a set of mentions

M = {m1,m2, ...,mM}, and each mention mi has a set of

candidate entities Ei = {e(i,1), e(i,2), ..., e(i,E)}, where M and

E are the number of mentions and candidates respectively.

The goal of entity linking is to align mention mi to its

corresponding target entity e(i,∗) or return ”NIL” if there is

no gold entity existed in KB.

Specifically, the task of EL is implemented by two stages:

Candidate generation selects a set of potential candidate

entities in KB, and Entity disambiguation ranks all candidates

and determines the top one as the target entity. Similar to

previous work [2], candidate entities are generated according

to both local similarity and prior probability P̂ (ej |mi) of

entity ej conditioned on mention mi. The prior probability is

the empirical distribution computed from massive web corpus.

We choose the top E entities as candidates to ensure a high

recall rate and optimize memory space. In our work, we



primarily focus on the second stage entity disambiguation,

which is extremely critical for entity linking model. In the

following parts, we will present the key components of our

novel model, namely local encoder and global encoder.

B. Local Encoder

Given each mention mi and its candidate entities Ei =
{e(i,1), e(i,2), ..., e(i,E)}, local encoder leverages lexical and

statistical features fusion to learn local contextual representa-

tions of mentions and candidates respectively.

1) Features Fusion: Local features focus on the compati-

bility between mentions and candidates. Except for the prior

probability referred above, there are three kinds of local

features considered in our local encoder:

String Similarity We define string similarity by measuring

the similarity between mention surface form and entity title,

denoted by ΨS(mi, e(i,j)). If their strings are more identical, it

indicates that the entity is closer to the mention. For instance,

compared with candidates Paul Soloway and Peter Salovey,

the mention ”Salovey” is more likely to refer to the latter.

In practice, we adopt levenshtein distance to compute string

similarity.

Type Consistency It is crucial to checks the type consis-

tency between mention and its entity. Here, similar to named

entity recognition, we use coarse-grained types information in-

cluding person names, organizations, locations, and unknown

type, which are acquired by a existing system [18]. The

definition of type consistency is as follows:

ΨT (mi, e(i,j)) = h(mi)
T · h(e(i,j)) (1)

where h(·) denotes a function that converts discrete type values

into continuous variables.

Context Compatibility Similar to [2], we first ex-

tract n surrounding words as mention context Ci =
{w(i,1), w(i,2), ..., w(i,n)}. Then, an attention mechanism is ap-

plied to get contextual representation of mention mi. Context

compatibility is defined as follows:

ΨC(mi, e(i,j)) = V T
e(i,j)

B Vmi
(2)

where B is diagonal matrix, the vector Vmi
and Ve(i,j) denote

the learned contextual representation of mention mi and its

candidate e(i,j) respectively.

2) Training: Finally, we obtain local similarity score

Ψ(mi, e(i,j)) by concatenating four features and pass them

into a multi-layer perceptron(MLP).

Ψ(mi, e(i,j)) = MLP (ΨS ,ΨT ,ΨC , P̂ ) (3)

With the aim to discriminate the correct gold entity and

wrong candidate entities, we utilize a max-margin that ranks

ground truth higher than other entities. The loss function is

defined as follows:

Llocal = max
(

0, γ −Ψ(mi, e(i,∗)) + Ψ(mi, e(i,j))
)

(4)

where γ > 0 is a margin parameter and e(i,j) denotes other

entities expect for target e(i,∗). After training the local encoder,

we acquire the local contextual representation of mentions

Vm and candidates Ve respectively, which will be utilized

for ranking mentions and disambiguating entities in global

encoder.

C. Global Encoder

In order to enrich the semantic representation, Global En-

coder incorporates knowledge information of former target

entities into a sequence method by utilizing a pre-trained

language model ERNIE. Note that it is different from ERNIE

directly using off-the-shelf tool Tagme to link mentions to cor-

responding entities, we dynamically determine target entities

in the document during the running process.

Figure 3 shows the sequence process of global encoder. We

first rank the mentions in the segment according to ambiguity

degree, and then add previously predicted entities into the

model to guide subsequent mentions disambiguation.

1) Ranking Mention: As we know, mentions usually have

different ambiguity according to prior knowledge and contex-

tual information, and mentions with lower ambiguity tend to

be easier to disambiguate. Taking the previous example, when

it comes to mention ”Yale”, it has a high probability of being

linked to the famous Yale University. Conversely, it is not easy

to immediately judge which entity mention ”Salovey” should

refer to. Therefore, it is significant to take into account the

disambiguation order in a sequence model.

As illustrated in the [7], disambiguation difficulty plays an

important role to ensure that easier mentions are sorted in

front of the sequence. Here, we take advantage of local sim-

ilarity score Ψ(mi, e(i,j)) to define disambiguation difficulty

of mention:

Φmi
= max{ Ψ(mi, e(i,j)) } (5)

where Φmi
denotes disambiguation difficulty of mi, the index

of candidate entity j ∈ {1, 2, .., E}. If the value of Φmi
greater

than Φmj
, mi will be ranked before mj in the sequence.

In general, we firstly divide adjacent mentions into segments

by their natural orders in the document according to the

observation that the topical consistency decreases along with

the mentions distance. Then we arrange the mentions in a

segment based on disambiguation difficulty Φm and put the

mention with the lower ambiguity at the beginning of the

sequence.

2) Sequential ERNIE Module: Inspired by pre-trained

model ERNIE [11], we attempt to apply a pre-trained language

model in global encoder to enhance semantic representation.

Then, a sequential ERNIE model is proposed to dynamically

integrate knowledge, which can utilize previously referred

entities that may promote the subsequent mentions disam-

biguation, and alleviate computational complexity.

For each segment at time t ∈ T , we connect the sen-

tences of every mention in the segment as context sequence

Qc = {wt
1, ..., w

t
N}, where N is the length of the seg-

ment context. Meanwhile, we denote the entity sequence as

Qe = {et1, ..., e
t
Q}, where Q is the number of mentions in



Fig. 3. Process of sequential ERNIE module with time t. Initially, at t = 1, no target entity has been generated yet since none of mentions in the sequence
have been disambiguated. We thus only input the segment context of the first mention in the sequence into MHA module and calculate candidates scores to
obtain the corresponding target entity. At t = 2, we feed the segment text of the second mention and the previously disambiguated target entity into MHA,
and then fuse them with IF module to obtain target entity. Repeat the above steps until all mentions in the sequence are disambiguated at time t = T .

the segment1. Note that, the entity sequence consists of the

predicted entities of disambiguated mentions in the segment,

which changes dynamically over time t. Besides, the global

encoder is comprised of L-layers knowledge encoder.

As shown in Figure 2, the knowledge encoder(K-Encoder)

is designed for encoding both mentions and entities as well as

fusing their heterogeneous features, which consists of two sub-

modules: multi-head attentions and information fusion. Multi-

head attentions [19], namely MHA, adopts self attention mech-

anism to extract multiple semantic meanings from context

sequence and entity sequence separately. Information fusion,

abbreviated as IF, applies a simple multi-layer perceptron to

integrate contextual information and structural knowledge to

solve their heterogeneous problems.

To be specific, we firstly initialize context sequence with

word embeddings, and entity sequence with entity graph

embeddings, similar to [11]. In the (l)-th layer at time t, the

embeddings of context and entities are fed into two multi-head

self attentions respectively,

{w̃
t(l)
1 , ..., w̃

t(l)
N } = MHA({w

t(l)
1 , ...,w

t(l)
N })

{ẽ
t(l)
1 , ..., ẽ

t(l)
Q } = MHA({e

t(l)
1 , ..., e

t(l)
Q })

(6)

Then, information fusion layer mutually fuses context of

mentions and target entities, and calculates the output embed-

ding for each token and entity by a multi-layer perceptron.

The process is as follows:

{w
t(l+1)
1 , ...,w

t(l+1)
N }, {e

t(l+1)
1 , ..., e

t(l+1)
Q } =

IF(W̃t(l)
m w̃

t(l)
i + W̃

t(l)
e ẽ

t(l)
j + b̃

t(l))
(7)

where W̃
t(l), b̃t(l) are the weight matrix and bias. The output of

information fusion will be used as the input of (l + 1)-th layer. For
more details of ERNIE can refer to [11]. Finally, we acquire the
knowledgeable representation by taking the final output embedding
of special token [CLS] position.

In summary, for each segment at time t, we enter mention context
sequence {wt

1, ..., w
t
N} and predicted entity sequence {et1, ..., e

t
Q}

into global encoder to incorporate knowledge information.

Vk = K-Encoder({wt
1, ..., w

t
N}, {et1, ..., e

t
Q}) (8)

1For simplify, we omit the first subscript of mention index in context
sequence and entity sequence, e.g., wt

(i,j)
to w

t
j , and e

t
(i,j)

to e
t
j .

where Vk denotes the knowledgeable representation of mentions.
Specially, facing with the cold start problem in sequence model, we
choose the target entity of the first mention in the segment based on
local model results.

3) Joint Representations: Aiming to combine the global inter-
dependence with the local compatibility, we concatenate the local
contextual representation and global knowledgeable representation.
For mention mi and its candidate entity e(i,j), the concatenated vector
is as follows:

V(mi,e(i,j))
= Vmi

⊕ Ve(i,j) ⊕ Vki
(9)

where ⊕ represents vector concatenation. Vmi
and Ve(i,j) respec-

tively denote the local contextual vector of mi and e(i,j), Vki
is the

global knowledgeable representation of mi. Then we feed this vectors
into a multi-layer perceptron with a softmax function to calculate the
probability of each candidate entity:

p(ŷ = e(i,j)) = softmax(Wv ∗ V(mi,e(i,j))
+ bv) (10)

where Wv , bv are the weight matrix and bias for the multi-layer
perceptron, and p(ŷ = e(i,j)) ∈ (0, 1). To train the global encoder,
we adopt the following cross entropy loss function:

Lglobal = −
n∑

j=1

y log p(ŷ = e(i,j)) (11)

where y ∈ {0, 1} indicates the true label of the candidate entity,
where 1 means a correct target entity, and 0 otherwise.

IV. EXPERIMENT

To verify the effectiveness of our method, we train our model
and validate it on standard benchmark datasets that are also used
by [2], [8], [9], [17]. We will introduce experiment setup, show
results and analyse performance in the following sections. Like most
previous models, we adopts Micro F1 as the evaluation metric, which
is a trade-off between precision and recall. Our source code will be
available at https://github.com/casict-kgan.

A. Experiment Setup

1) Datasets: We conduct experiments on a series of popu-
lar datasets considering in-domain and out-domain setting. For in-
domain setting, we utilize AIDA-CoNLL [1] for training (AIDA-
train), validation (AIDA-A) and testing (AIDA-B), which correspond-
ingly includes 946, 216, and 231 documents. For out-domain setting,
we validate the model on the following five test sets. MSNBC,
AQUAINT, and ACE 2004 datasets are cleaned and updated by [16],
which contain 20, 50 and 36 documents respectively. WNED-CWEB



TABLE I
MICRO-AVERAGED F1 ON BENCHMARK DATASETS IN DIFFERENT METHODS. THE BEST SCORES ARE IN BOLDFACE AND THE SECOND-BEST ARE

UNDERLINED. THE UPPER PART IS THE RESULT OF LOCAL MODELS, AND THE LOWER PART IS THE RESULT OF GLOBAL MODELS.

System AIDA-B MSNBC AQUAINT ACE2004 CWEB WIKI Avg

Local models

Prior 71.9 89.3 83.2 84.4 69.8 64.2 77.13
DeepED(local) [2] 88.8 90.59 86.01 87.73 73.64 75.14 83.6
DGCN(local) [9] 89.0 91.0 86.5 89.2 75.5 74.2 83.3

our(local) 91.73 93.04 87.27 88.53 72.13 75.62 84.77

Global models

AIDA [1] - 79 56 80 58.6 63 67.32
WNED [17] 89.0 92 87 88 77 84.5 86.25
DeepED [2] 92.22 93.7 88.5 88.5 77.9 77.5 86.38

Ment-Norm [3] 93.07 93.9 88.3 89.9 77.5 78.0 86.77
RLEL [7] 94.3 92.8 87.5 91.2 78.5 82.8 87.85*

DGCN [9] 93.13 92.5 89.4 90.6 81.2 77.6 87.41
our(global) 94.48 94.27 88.33 89.47 78.4 81.24 87.70

and WNED-WIKI [17] are larger but less reliable, automatically
extracted from ClueWeb and Wikipedia corpus with 320 articles each.

2) Baselines: For the sake of fairness, we compare our model
against EL systems that report state-of-the-art results on the test
datasets. Specifically, the benchmark methods can be divided into
two categories, local models and global models.

Local models: Prior model only uses the prior popularity to
rank candidates. DeepED(local) [2] proposes a neural attention-based
model. DGCN(local) [9] utilizes local and global features(except
dynamic graph updating feature) to disambiguate mentions.

Global models: AIDA [1] constructs a dense subgraph of entities
that approximates the best joint mention-entity mapping. WNED [17]
applies random walk and uses iteratively greedy algorithm to link
mentions. Ment-Norm [3] introduces multi- relational to entity linking
model. RLEL [7] converts the global linking into a sequence decision
model with reinforcement learning algorithm. DGCN [9] presents a
dynamic graph convolutional network model for characterizing the
connections between mention-entity pairs.

3) Settings: In candidate generation, we directly use the candi-
dates provided by [2]. Figure 4 shows the gold recall on different
datasets, we can see that when the number of candidate entities
reaches 6, the recall rate of target entities in the candidate entity
set tends to be stable. Thus we select top 6 candidates to ensure high
recall and memory optimization. For fair comparison, the settings
of our local model are same as DeepED(local) where the length of
mention context n is 100, and the dimensions of word and entity
embedding are 300. For training, the batch size is 64, and the rank
margin γ is set to 0.1. In addition, we set the number of MLP layers to
2, and expand four features by 5 times, so that the feature dimension
is expanded to 20. In our global encoder, we choose the 3 adjacent
mentions to form a sequence, so time T equals 3. Following the
ERNIE model, we set a maximum segment context length N to 256,
the dimension of hidden representation to 768, and the layers of
knowledge encoder L to 6. In fine-tuning process we set epoch to
3 and batch size to 32 to avoid overfitting. All global features are
fed into a two-layer multi-layer perceptron with 100 hidden units and
dropout rate of 0.1, then we apply Adam as optimizer with learning
rate of 5e-3. Early stop trick is adopted in both encoders when the
performance is not improved. Our model is implemented in Pytorch
framework and trained on Nvidia Tesla V100 GPU.

*RLEL achieves the best results, but it uses additional datasets in Wikipedia
for training which is not public in the paper.

Fig. 4. Gold recall on different datasets. Gold recall refers to the percentage
of mentions that the candidate entity contains the groundtruth entity, and the
horizontal axis represents the number of entities in the candidate entity set,
and the vertical axis represents the gold recall rate.

TABLE II
SELECTION OF DIFFERENT LOCAL MODELS. BERT IS THE PRE-TRAINED

UNCASED BERT-BASE MODEL, BERT+MF IS FUSED WITH MULTIPLE

FEATURES(MF) BASED ON BERT, DEEPED(LOCAL) IS ONLY THE LOCAL

PART OF DEEPED, AND OUR(LOCAL) IS THE LOCAL ENCODER IN KESEL.

Models AIDA-B MSNBC WIKI Avg

BERT 83.10 81.25 59.60 74.73
BERT+MF 86.42 89.21 68.44 81.36

DeepED(local) 88.80 90.59 75.14 84.84
our(local) 91.73 93.04 75.62 86.80

B. Experimental Results

Table I shows experimental results on benchmark datasets. The
methods are divided into two groups: local models and global models.
As shown, Our local model achieves the best result on average F1
score. We utilize multiple features fusion to enhance local model
performance. To analyze the influence of features, we compare our
model with Prior model and DeepED(local) model. Experiments
show prior popularity P plays a big role, which adheres to our



(a) Effect of sequence length (b) Comparison of global variants (c) Study of vector Combination

Fig. 5. The comparative experiments of our model. (a) Its horizontal axis represents the length of sequence, which is also the number of adjacent mentions
divided in each segment. (b) Global represents our proposed model KESEL, and Global-K represents removing knowledge from our global model. (c) Three
ways: addition, multiplication and concatenation are adopted to combine the contextual and knowledgeable representations respectively.

TABLE III
COMBINATION OF DIFFERENT FEATURES IN THE LOCAL ENCODER. THE

FOUR FEATURES ARE CONTEXT COMPATIBILITY C , PRIOR PROBABILITY

P , STRING SIMILARITY T , AND TYPE CONSISTENCY T .

Features AIDA-B MSNBC WIKI Avg

C 80.22 79.11 64.79 74.71
P 71.90 89.30 64.20 75.13

C+P 88.80 90.59 75.14 84.84

C+P+T 87.98 91.51 75.35 84.94
C+P+L 90.79 93.19 75.44 86.47

C+P+T +L 91.73 93.04 75.62 86.80

intuition that well-known entities have a high probability to be
mentioned in the real world. Compared with DeepED(local) based
on C and P features, our local model acquires great improvements
of 1.40% in average F1. Furthermore, in comparison with DeepED
and DGCN, it is worth noting that the better the local model, the
better the global model.

In global models, We observe that novel global model outperforms
all previous methods on both AIDA-B and MSNBC dataset, despite
the WNED, RLEL and DGCN models achieve the best performance
on other datasets. Since the low-quality datasets CWEB and WIKI,
there are more noises among mentions, our sequential model is not
so good. Moreover, our global model yields a competitive average
result, only lower than RLEL which also regards EL as a sequence
problem, but it utilizes additional training set from Wikipedia data.
Overall, our model performs well on most of datasets, which reflects
the effectiveness of augmenting dynamic knowledge to a sequence
model.

C. Performance Analysis

1) Influence of Sequence length: In order to analyze the effect
of the number of mentions in a segment on global disambiguation,
we conduct experiments on sequences of different lengths. Figure
5(a) presents the results on three datastes. As we can see, for
artificial datasets AIDA-B and MSNBC, when the length of the
sequence reaches 4 or more, noise data may be introduced, so the
F1 value shows a downward trend. In the low-quality dataset WIKI,
the connection between mentions may not be very close, when the
sequence length is greater than 2, the disambiguation result has
become worse. Comprehensively, we select 3 adjacent mentions to
form a sequence.

2) Selection of local models: Since the advent of BERT, it has
been applied in many NLP tasks. To explain why it was not selected

in our local model, we conduct experiments on different local models.
Mention context and entity description are concatenated and input to
BERT trained with a max-margin loss. The experimental results are
shown in Table II. We can see that BERT even fused with multiple
features(MF) performs poor on popular datasets, which is consistent
with the conclusion in SeqGAT [8]. We think the local DeepED
takes advantage of entity embeddings [2] which may learn topic-
level entity relationship, while BERT only captures the contextual
feature. Compared with DeepED(local), our local model also achieves
significant F1 improvements of 2.31%.

In order to explain whether it has a significant influence on the
effectiveness by using some of these features in the local encoder,
we conduct an experiment under different features combinations. As
shown in Tabel III, we can observe that C and P have a significant
influence, while T and L have a slight improvement on our local
model. The fusion of four features achieves the best result, which is
greatly improved by 16.2% on average F1 compared with only one
context feature C.

3) Comparison of global variants: In global model, we
incorporate the knowledge of previously disambiguated entities into
sequential entity linking. With the aim to judge whether entity knowl-
edge contributes to entity linking, we remove the knowledgeable
representation Vk from the global encoder. The experimental results
are shown in Figure 5(b), where the model Global-K represents
removing knowledge from our global model. From it, we can draw a
conclusion that the previously referred entities have a great effect on
the disambiguation of subsequent entities. By adding the knowledge
contained in KG into sequential entity linking, the performance of
our model is considerably improved.

Moreover, we concatenate local contextual representations Vm

and Ve, as well as global knowledgeable representationVk in global
model. Motivated by the input of BERT model which adds the token,
sentence and positional embeddings together, we attempt to add the
three representations. Besides, there are similar relations between
local and global model, so we multiply them. Figure 5(c) displays
the comparison results. We see that the concatenation method is the
best among the three methods. The explanation is that concatenation
expands the dimension of features and has ability to express more
information.

V. CONCLUSION

In this paper, we propose a novel model, Knowledge Enhanced
Sequential Entity Linking (KESEL), which regards global EL as a
sequence model and adopts a pre-trained language model to better
incorporate entity knowledge. KESEL consists of two modules, local
encoder utilize multiple features to learn contextual representations



respectively, and global encoder has the ability to augment EL with
dynamic entity knowledge in KG to emphasize topical consistency
based on a sequential ERNIE model. In general, we take full
advantage of multi-semantic information, including lexical, statistical,
and structured knowledge simultaneously for collective EL model.
Experiments show the effectiveness of our model. In the future, we
plan to to build the entity graph with reasoning entities dynamically
during the linking process. We would like to explore richer infor-
mation by joining external knowledge graph containing sufficient
relationships among entities, which can find strong associations to
enhance the performance of EL.
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